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👋 I'm Heinrich - Reliability Engineer

● Led Zalando SRE for 2.5 years

● Now Senior Principal SRE

● 10 years of Reliability Engineering

● Chief Data Scientist @ Circonus

● Math PhD

Personal Experience

● A Leading Fashion Platform in Europe

● 3K Software Engineers

● 3K+ Micro services

● 250 Kubernetes Clusters

● 50M+ customers

● 14.6 bn EUR Revenue

Find me on LinkedIn
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Menu

1. What have we achieved?

2. Principles

3. Where are we going?
a. Managing for Reliability
b. Mobile Observabity
c. Data Operations



What have 
we

Achieved?
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Hardware Provisioning & Capacity Planning

2014 2024
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Packaging and Deployment

2014 2024
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Monitoring

2014 2024
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Observability

2014 2024

Scuba at 
Facebook

Dapper at 
Google 
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Microservice Observability w/ Tracing

��
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Metrics & SLOs can be derived from Tracing Data

Duration

Requests

Errors



Principles
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Quest for Today

                                             
  Operate This!
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Browse Catalog

View Product Detail

View Cart

Protect the User Experience!
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This is 
fine!

I don’t care 
if your 

Data Center 
is on fire.
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Reliability Engineering involves 
People as much as Technology.
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Engineering Reliability at Scale

Small Company (~10 FTE)

- Alerts & Dashboards
- Logging
- On-call rotations

Medium Company (~100 FTE)

- Playbooks
- Incident Management
- Observability

Large Company (>1k FTE)

- WORM Meetings
- Risk Management
- SRE Community

Technical Problems

People Problems
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Layerd Systems Model of Zalando

Platform

Engineering

Management

GitHub, AWS, K8S, CI/CD 
Managed Postgres, Kafka, …
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Reliability Engineering is
all about Feedback Loops.
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℅ Martin Thwaites

    Linter Compier Tests CI Customer 
Feedback

Reliability is driven by Feedback Loops

Debugging

Speed ⇒ Reliability

Deployment

Monitoring

Alerting
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     Linter Compier Tests CI Customer 
Feedback

Achievements Accellerate Feedback Loop

Debugging

Deployment

Monitoring

Alerting

#4 Observability

#3 Monitoring
#1 Provisioning
#2 Packaging
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The Incident Process is a Meta Feedback Loop

Incident 🔥📟

Post Mortem 
📄🧐

Action Items 
✅❌

Improvements 
⚙🔨

reduce risk of

Review



Where are 
we going?



Managing
for

Reliability
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How to enable on Managment to steer 
for reliability?
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You get what you inspect.
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Reliability Reports

Auto-generated Google Doc supporting

Weekly Operational Review Meetings (“WORM”).

Agenda

• Incidents

• SLO 

• On-Call Health

• Open Post Mortems

for Management on all Levels
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Incident Table shows where we failed the User

Teams report on

1. Impact
2. Cause
3. Actions
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SLOs provides top-down view on Reliability

Teams report on

1. Impact
2. Cause
3. Actions
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We check Alerting loads for All On-Call teams

What caused the alerts?

What are we doing to 
prevent this?
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   WORM of WORM
🐛🐛

WORM Meeting
🐛

reviews

feeds into

Incident 🔥📟

Post Mortem 
📄🧐

Action Items 
✅❌

Improvements 
⚙🔨

reduce risk of

Weekly Operationl Review Meeting (WORM) Cascade

feeds into

   Global WORM
🐛🐛🐛
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Further Augmentations of the Incident Process
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The Quest Continues

● How to steer Managment Attention on Reliability?
○ Expand coverage of Reliability Reports
○ Apply “Systems Engineering” to Reliability

● How to drive Cross-Organisational Reliability Initiatives?
○ SRE/Champion Model

● How to increase value from Incident Process?
○ Post Motem AI Capabilities



Mobile
Observability
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     The undetected Order Drop

Incident Story 
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SLO Report the week after the Incident …

��
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     The lurking Add-To-Cart Failure

Incident Story 
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Is this even the right system to look at?
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Android

Web

Ed
ge Protection

50 Million devices 3K Microservices

iOSiOSiOS

AndroidAndroid

WebWeb

To Protect UX, we have to look at the full system! 
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 Challenges in Mobile Environment

1. GLACIAL deployment speed

– One release every 2 weeks

– 4 weeks to reach 80% penetration

2. Fragmented Platforms

3. Cellular Networks

4. Legal constraints

5. Automated UI Testing is HARD (i.e. missing)

6. Available Telemetry Data very limited

=> No DevOps culture in Mobile teams

Android versions deployed in the field  (src: wikipedia)

https://commons.wikimedia.org/wiki/File:Android_Version_History_By_Term.png
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Where are we investing?

* Distributed Tracing on Mobile + Web Clients

● Observability SDKs for Client Platforms

○ Browser (done)

○ Mobile (WIP) iOS / Android

● Client Side SLOs 

… complementing server-side measurements.
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 Goal: Expand Distributed Tracing to the Client!

User Session

View Home

…

View Catalog Place Order

…

…

Edge

Mobile

…

…

…

GET /catalog

…

…

…

… … …

GET /catalog

bot protection …

Place Order

…
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 Goal: Expand Distributed Tracing to the Client!

User Session

View Home

…

View Catalog Place Order

…

…

Edge

Mobile

…

…

…

GET /catalog

…

…

…

… … …

GET /catalog

bot protection …

Place Order

…

Detect Retries

Cover the Edge Layer

Network Latency Rendering Performance
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Benefits from full Mobile Tracing Coverage
● Detect issues on the Client + Edge Layers

● Understand #impacted users

● Understand Retry behavior of users

● Understand Network latency

● Understand UI Performance

● Understand degradations of Business KPIs

● Detect general UX degradations



Data
Operations
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The “EURO” Incident in 2022
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The Culprit
{
  "offer_id": "OF12345678",
  "product": {

"product_id": "PR98765432",
"name": "Men's Classic Leather Jacket",
"category": "Men's Clothing > Jackets",
"brand": "UrbanStyle",
"description": "A premium classic leather jacket for men”
"material": "Leather",
"color": "Black",
"size": ["S", "M", "L", "XL"],
"images": [

  "https://alando.com/images/products/PR98765432_1.jpg",
  "https://alando.com/images/products/PR98765432_2.jpg"

],
"tags": ["leather", "men's fashion", "jackets", "classic style", 

"winter"]
  },
  "price": {

"currency": "EURO",

"current_price": 129.99,
"original_price": 159.99,
"discount": {

  "percentage": 18,
  "description": "Autumn Sale"

}
  },
  "stock": {

"available": true,
"quantity": 45,
"locations": [

This should be “EUR”.
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The EURO Incident - Data Architecture

Stock

Price

Product

Offer Service Offers Catalog

Checkout

DIscount Service

…

…
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The EURO Incident - Take Aways

● Significant delay (30min) between cause (bad deployment) and impact.

● Significant delay (3h) between fix (rollback) and mitigation of symptoms.

● Limited help from Telemetry:

○ Metrics (Throughput, Backlog, Latency) - Not useful.

○ Tracing - Carried error information but no Causality Information
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The “EURO Incident” with REST Architecture

Offer Service Catalog

Checkout

Discount Service

Wishlist Service

Stock Service

Product Service

Price Service

Payments
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Debuggin “EURO Incident” with Tracing

Offer Service

Checkout Service

Render checkout

Show Offer

GET /offer

Show Offer

…

…

Show cart

GET /offer

…

…

Span Log

Illegal Currency Information (“EURO”)
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1. AI
2. Business Processes
3. Business Intelligence

Data is of growing importance for …
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Patterns from ~70 Data Incidents in 2024

Data Quality
Schema Changes

Long Data Chains

Integration w/ External Data Sources

Unclear Handover

Backlogs / Delays / Capacity

Unstructured Data

Unavailable Datasets
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Investment Area - Data SLOs

A B
Payment
initiated

Payment
confirmed

Start Event

Success Event
SLO Processor

● Check reliability of data processing pipelines end-2-end

● Check availability of datasets
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Investment Area - Data Contracts

Producer Consumer

● Allow consumers to articulate expectations to data

● Detect Data Quality Problems earlier in the chain
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Investment Area - Data Lineage

● Map depenency chain of data products

● Upstream - Who produced/processed this data?

● Downstream - Who is depending on my data?

Experiment: 

- Monitor timeliness of batch delivery for Business Analytics.

- Leverage Process Minig tool - Celonis.



SRECon 20204. Heinrich Hartmann @ Zalando

Question: Do we have the right abstractions?

Data System Integration

A B
This looks like 

half of
TCP-Connection



SRECon 20204. Heinrich Hartmann @ Zalando

Question: Do we have the right abstractions?

A B

Tracing
Backend

Microservice Integration / REST Request/Error/Duration
Metrics

Causality & Lineage Information
i.e. Observability

HTTP
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Three Frontiers of Reliability Engineering

> Heinrich Hartmann @ LinkedIn
#Let’s talk Reliability! 💚

Managing
for 

Reliability

Data
Operations

Mobile 
Observability
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